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Decision/action requested

The group is asked to approve this contribution
2
References

 [1]
Draft GS ZSM-007 "Zero-touch network and Service Management (ZSM); Terminology for concepts in ZSM" version 0.6.1

3
Rationale

In the TR the abbreviation SLA is used, the term SLA is however associated with business context. From a network operations and service point of view it would be more precise to refer to the SLS, Service Level Specification. At the last meeting the use of SLA versus SLS was discussed and it was agreed use SLS.

An SLS is also part of an SLA however it specifies the service requirements. The SLS is a term also used by other SDO’s such as MEF (see draft description SLS) and ETSI ZSM [1]. A comprehensive definition of SLS from a service provider point of view could be as follows: a service level specification is a technical specification of the standards and procedures concerning a service which are required of the service provider. 
With this in mind for the report an existing definition may be used that may not be as comprehensive but nevertheless that has been agreed in industry. It is therefore proposed to introduce the terminology from ETSI ZSM for the definition of SLS.
service level specification: specification of the minimum acceptable standard of service

This pCR introduces the definition for SLS and replaces all instances of SLA with SLS accordingly.
4
Detailed proposal

(For pseudo CR, include the complete clause(s) or subclause(s) of the latest draft TS/TR to be modified, with clear clause and sub-clause headings included and all modifications shown with revision marks, unambiguously showing where the changes shall be made or inserted in the draft TS/TR. It is not sufficient to just state, for example, “add the following text to the draft TS/TR…”.)
First change
3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

communication services: subset of 3GPP defined services. Examples of 3GPP services (e.g. 5G LAN) can be found in TS 22.261. 

communication service instance: run-time construct of a communication service for a defined group of users
service level specification: specification of the minimum acceptable standard of service


3.2
Symbols

For the purposes of the present document, the following symbols apply:

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

CFCS
Customer Facing Communication Service

CS
Communication Service

CSC
Communication Service Customer

CSMF
Communication Service Management Function

CSP
Communication Service Provider
NMF
Network Management Function

NSaaS
NetworkSlice as a Service
NSI
Network Slice Instance

NSMF
Network Slice Management Function 
RFCS
Resource Facing Communication Service

SLS
Service Level Specification

Second change
4.2.2
Communication service management function

The CSMF is described in [5] and involves provisioning and management of communication service instances. Part of his role is to request the necessary resources to realize the communication service instances. The request for the resources includes service specific instance information to be used by the resource management to realize the communication service instance. 
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Figure 4.2.2.1: Customer aspects as well as, service and resource aspects regarding CSMF

The CSMF is split into two parts where one of them is related to customer aspects and the other is related to the service and resource aspects. Figure 4.2.2.2 depicts the CSMF functionalities.
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Figure 4.2.2.2: CSMF functionalities
CFCS aspect provides the following functions and services:

- 
SLS Input and Translation: It receives service SLS from CSC and translates the SLS into resource aspect related requirements, e.g. parameterized NST for the instantiation of network slice instance. 
- 
Service Catalogue: It stores the service profile information which represents the communication service type and capability.

- 
Billing: It deals with the communication service billing aspects for the customers (CSC) and is out of the scope of the present document.
- 
Capability exposure: It handles exposure of communication service management capability to CSC, e.g. communication service instance performance monitoring.

RFCS aspect manages the resource aspects of the communication service instance (CSI). RFCS aspect provides the following functions and services:

-
 CSI resource inventory: It stores the identifications of the CSI resources, including that are currently in use, and that are available to be allocated. It also stores the mapping relationship between the CSI and the resource e.g. NSI, as well as the real time communication service resource availability information according to the feedback or notification from NSMF. CSIs are allocated, modified and deallocated, and the corresponding network resource information is updated during CSI life cycle management. It maintains the CSI resource availability status. 

Editor's Note:
Whether there is only one "CSI resource inventory" from RFCS aspect or there is another "CSI inventory" from CFSC aspect is FFS.
-
CSI LCM: It manages CSI lifecycle e.g. through requesting NSMF to allocate/deallocate/modify network resources for the CSI. The NSMF notifies CSMF the network resource LCM status so that the CSI can update the CSI resource inventory accordingly.

-
Fault Supervision of CSI: It collects CSI level fault supervision information. The closed loop management should be operated through interaction between CSMF and other OAM functions e.g. NSMF, MDAF.
-
Performance Assurance of CSI: It collects CSI level performance measurement information and supports SLS assurance. CSMF needs to collaborate with other OAM functions, e.g. NSMF, MDAF, for this purpose.
Third change
4.2.3
Lifecycle of communication service

Lifecycle of a communication service instance (CSI) includes the following phases:

- Preparation phase: 
Providing a communication service instance (CSI) starts with preparation of CSI, which includes pre-planning, feasibility check, i.e., checking the attainable service quality from both resource and service aspects, negotiation of the service attributes, preparing service and network requirements derived from SLS.

- CSI commissioning phase: 
Once the CSI is prepared, it can be established by converting the communication service requirement for the CSI to network requirements and creation of the CSI. When the CSI is created, it is deployed on the network resources and ready to be activated. 
- CSI operation phase: 
After the commissioning phase, the CSI is activated. An activated CSI allows run-time operation of the communication service, e.g., quality assurance, data exposure, CSI modification. Optimization of CSI utilization may continue during the operation phase of the CSI.
- CSI decommissioning phase: 
When the CSI is no longer needed, after being de-activated, lifecycle of the CSI ends with CSI termination. 
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Figure 4.2.3.1 Lifecycle of a communication service instance

Fourth change
4.2.4.1
CSI LCM operation triggering NSI creation
During the “CSI commissioning” phase the provider of the communication service may run a trail for instance before the SLS is agreed. The trial period may be needed to allow the shared network slice resources to learn and adapt the resource allocation and configuration to changed traffic flows associated with the CSIs and their target KPI’s. 
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Figure 4.2.4.1.1 NSI is exclusively used for CSI
Fifth change
4.2.5
Performance assurance of communication services

Performance assurance of communication services includes the following aspects:

-
Performance monitoring of communication services;

-
Performance analytics of communication services;

-
Performance guarantee of communication services.
These aspects are responsible for restoring the communication service performance for customers to a level specified in the SLS or other service KQI descriptions as soon as possible.

Editor's Note: The details of these aspects of performance assurance of communication services is FFS.

Sixt change
4.4.1
Introduction

A CSP has to administrate communication services both from the view of the customer and from the view of the resource. The administration from the view of the customer is about information in relation to the business agreement for example address, billing information, SLS information etc. The administration of a communication service from the view of the resources is about information on the relation between the communication service and the resources being used, the behaviour of the resources and how this impacts the users of the communication service. 

NOTE: The meaning of SLS information in the context of this report is as follows: A CSP and a CSC have a business agreement of which the SLS is a part of. The service and network requirements are derived from an SLS (for example performance management metrics for eMBB on delay and latency)  

Seventh change
4.4.2
Description

The administration of a customer facing communication service (CFCS) and the administration of a resource facing communication service (RFCS) are the responsibility of different organisations within a CSP, Administration of CFCSs includes the administration of the business aspects between the CSP and the CSC. For example, what actions the CSP is to take in case an SLS is breached. This interaction takes place northbound of the customer facing part of the CSMF which maintains the relationship between the customer and the communication service(s). Not meeting an SLS may result in concrete actions to be performed towards the resources, this interaction takes place between the RFCS and the resources. 

The entities and the relationship are shown in Figure 4.4.2.1. a more detailed description is provided below Figure 4.4.1.

[image: image5.png]Customer

<orders>

CustomerFacingCs

<uses>

2
ResourceFacingCs

<uses>

Y
Resources





Figure 4.4.2.1: Example of relationships shown between different entities 
A CSP receives an order or request from a customer to provide a communication service. With the reception and acceptance of the order, the administration and management of communication services begins. The order from the customer is processed and mapped into a CustomerFacingCommunicationService (CFCS).

The CSCF is what the customer will see and recognize, which is not the same as which resources are configured and used to provide the communication service to the customer. 

The CFCS uses the RFCS, the RFCS represents a communication service instance for a specific customer. A customer may have multiple RFCS (for example eMBB#1, eMBB#2 and mIoT#1). An RFCS uses resources or uses resource services. An example of a resource service is the NSaaS, an example of resources is a RAN resource, CN resources or TN resources.

The provisioning of a RFCS can be done using a set of parameters that are applicable to each instance of an RFCS. This set of prameters is called the RFCS profile. Multiple RFCS profile can be supported depending on the different types of RFCS that can be supported by the resources. The RFCS profile holds all information that is needed to describe the capabilities of an RFCS.  The management function creates a new RFCS when a request is received, the parameters from the RFCS profile are added to the new RFCS with the values of the parameters populated with information from the request.

Eight change
4.5
SLS assurance
4.5.1
Description

From management aspect, it would beneficial to take into account the SLS during the planning and provision phase. NOP may also optimize the network to guarantee the SLS when needed. 

The NOP needs to take into account their customers' requirements in planning, provision and optimization phases of the network, which may include:

- 
Receive the service request from the customer.
- 
Identify which SLS that management system could guarantee with the network management capabilities.

- 
Identify what other information except the management data may be needed to support management decision.

4.5.2
Management cooperation with 5GC and NG-RAN 

Coordination may be needed between the management, 5GC and NG-RAN domains as shown in the figure 4.5.2.1. The management domain provides the SLS assurance from the management perspective. Core and RAN contribute to the fulfilment of network slice SLS from the control plane and user plane perspective.
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Figure 4.5.2.1: Cooperation between management,
 5GC and NG-RAN domains following Hybrid-SON
Nineth change
4.6.1
Description

The QoE information is information collected by the end user application in the UE. The QoE information can be also collected by a collection centre for analysis and/or KPI calculations [10]. 
Service QoE is analytics data from QoE information of user related to CSI. How to analyse collected QoE information and calculate the result of Service QoE may be defined by NOP or CSP/CSC. For example, the Service QoE can be a weighted average experience of multiple user applications using CSI. Percentage of users satisfied in a given CSI may also be the analytics result and can be used as Service QoE for the CSI. 
Service QoE may be used for supporting SLS fulfilment. 
Tenth change
4.6.2
Service QoE collection and service quality assurance
If there is no methodology model to map end user QoE requirements into resource aspect related requirements, the end user service QoE information cannot be deduced from performance measurements in the network. There are two types of methods for service QoE collection:

· For DASH and MTSI user services in TS 28.404 [10], user QoE information is measured and collected by the user application in the UE. A collection centre collects user QoE information for a specified user service/user service type either from UEs in a specified area or a specific UE in UMTS and LTE. For 5G network MDAS may collect and analyse the user QoE information. Service QoE of given CSI is an analytic result of user QoE information.
· For other user services, user QoE information is measured or collected by the application server of CSC or CSP. In TS 23.288 [11] the NWDAF collects data from applications and provides analytics data services. The management system may get analytic results by consuming the analytics data services provided by NWDAF. The analytic result from NWDAF may be used as Service QoE. 
In the case of Network Slices as NOP internal, the Service QoE may help the management system to optimize the resources of CSI and guarantee the performance.

In the case of Network Slice as a Service, the Service QoE of CSIs which is using NSI may help the management system for SLS assurance. 

Eleventh change
5.1.2
CSI monitoring
5.1.2.1
Description

After the CSI provisioning, the 3GPP management system monitors the KPIs of CSI resource part, i.e. SLS related performance metrics. According to the KPIs of CSI resource part, the 3GPP management system can evaluate SLS fulfilment by ensuring that service requirements are fulfilled by the CSI resource part. 
The 3GPP management system may provide the KPIs of CSI resource part to the CSI to authorized CSI service provider or CSI service consumer to let them check whether the service SLS requirements are met. 
5.1.2.2
Potential requirements

REQ-CSM_CSI-MON-01 The 3GPP management system shall have the capability of monitoring CSI resource part and evaluating SLS fulfilment.
REQ-CSM_CSI-MON-02 The 3GPP management system shall have the capability of providing KPIs of CSI resource part to authorized CSI service provider or CSI service consumer.
Twelfth change
5.1.3
SLS monitoring for network slicing
5.1.3.1
Description

An SLS will contain information that will be broken down to service requirements that are conveyed to the CSP by the CSC. The service requirements may be used to provision a network slice instance. 

After the network slice provisioning, the CSP and /or CSC may need to monitor the SLS status of the NSI to make sure whether its service requirements are achieved. In the service based management architecture, subscribe-notify and request-response style interactions between the communication services management function and network slice management function can be utilized. Network slice management function reports the SLS related network slice level KPIs and end user traffic level QoS/QoE parameters. The reporting can be periodic, or event based. Communication services management function may also invoke the SLS monitoring related APIs provided by the network slice management function. Network slice management function collects network slice domain specific operating data from the constituent network slice subnet management functions. Aggregating, analysing and processing the data into E2E network slice level operating parameters and presents them to the communication services management function. 

A new slice may be created with dedicated 5GC resource e.g. dedicated SMF/UPF/PCF. Usually 5GC resource is enough while NG RAN is the bottleneck. In the radio access network, QoS of user traffics and cell KPIs may be degraded due to many factors such as congestion, coverage issues, interference, shortage of radio resources etc. In such cases, there is a risk to guarantee the E2E SLSs of one or more network slice instances for all the UEs from the CSC all the time.

The networks outside of the 3GPP operators are out of control of the 3GPP operators and may be exceptional for the SLA negotiation, e.g. the outside transport networks or DCs of third parties and the applications etc.
The number users of the network slice (customers of the CSC) is slowly increased while the network slice resources adapt to changing traffic characteristics. What slice customer care is, how many subscribers (e.g. 1 million) can be served by the slice and the Service Experience statistics per application (e.g. average Service MOS 4.0 for Application X for the slice customer) and how many percent (e.g. 90 % for Application X) UEs' service experience satisfy per application ID, see clause 6.32 of TR 23.791 [6]. Therefore, the CSPs may need to monitor the SLS status of the NSI for those aspects.

When a performance degradation impacts the service requirements the management system reconfigures the resources to resolve the performance degradation, in case the degradation cannot be resolved the management system may restrict the total number of active users. 
Editor's Note: Adding the ref to the clause 4.8 of TS 28.530 in above paragraph is FFS.
During the runtime phase of network slice, as consequence of SLS monitoring the management system may adjust reserved resources for the network slice to improve service experiences and ensure SLS according to the activity prediction of users provided by NWDAF, as well as resource adjustment recommendation provided by MDAF. 
5.1.3.2
Potential requirements

REQ-CSM_SLS-CON-01 The 3GPP management system shall have the capability monitoring the performance metrics related to the SLS.

REQ-CSM_SLS-CON-02 The 3GPP management system shall have the capability consuming the data related to QoE provided by for example an NWDAF.

REQ-CSM_SLS-CON-03 The 3GPP management system shall have the capability evaluating the QoE data provided by an NWDAF to trigger actions if the network slice performance requirements are not met.

REQ-CSM_SLS-CON-04 The 3GPP management system shall have the capability configuring reserved resources in RAN potentially to be used for a new network slice instance.
REQ-CSM_SLS-CON-05 The 3GPP management system shall have the capability to consume activity prediction of the users from, for example, historical data in NWDAF.
REQ-CSM_SLS-CON-06 The 3GPP management system shall have the capability to consume the Management Data Analytics Service for the purpose of SLS assurance.
Thirteenth change
5.1.4
MDA-Assisted network provisioning contributing to SLS assurance

5.1.4.1
Description

The 5G network can support different services with various QoS parameters. The QoS parameters are maintained by the system during the lifetime of the network.

Utilizing MDAF to provide big data analytics in order to help the management system functions to derive suitable network topology (e.g. VNF chains, network configurations etc.) to guarantee the service assurance given by the vertical customers from the network provisioning aspect. After the network is setup with the suitable configurations, the control plane and user plane could do further adjustment (e.g. with UE session control etc.) to improve the individual user experiences.
In this case, management system needs to identify which service requirements that are related to the network management system for the purpose of network or network slice deployment, and which type of information that could be provided to MDAF for the analytics.

For communication service provisioning, CSMF translates customer level SLS into communication service requirements, and analyzes the network capability to determine whether to map the CSI to an existing NSI or a new NSI. This operation is performed in the CSI or NSI planning phase. MDAF can be utilized to assist such planning. MDAF may get SLS requirements as input from CSMF and provide analytical information which may include network performance data and recommended network configuration settings to help the management system functions to derive the suitable configuration parameters.

For example, communication service SLS requirements such as E2E latency, bandwidth, service area, user capacity, user QoE requirements etc. may be used as input to MDAF. Information from 5GC and NG-RAN, such as performance measurements of 5GC NFs, performance measurements of gNBs and en-gNBs, QoE measurement etc., may be used as input also to MDAF. The output data provided by MDAF may include performance data and recommended configuration settings.
Fourteenth change
5.2.1
Communication service instances realized in a single network slice instance

5.2.1.1
Description

A CSP offers a portfolio of communication services to the market (CSC). CSC selects a suitable product and orders communication service by inputting some service requirements e.g. SLS requirements information.
The CSP receives a request from a customer to realize a communication service instance: 

- 
The CSP checks the communication service catalogue to find communication services with the communication service description which matches the request. The CSP performs feasibility check, i.e., checking the attainable service quality from both resource and service aspects.
- 
The CSP translates the service SLS into parameterized E2E network slice template information. In order to achieve this purpose, interactions between the CSP and NOP or some manually network design and planning process are needed. The CSP provides the parameterized NST to the NOP for network resources allocation. The NOP checks the network slice inventory to find a network slice instances which matches the request.

- 
The network slice instance to be used will be checked whether there is sufficient capacity available to support the new communication service instance. If there is enough capacity available, the communication service instance will be assigned to the network slice instance.  The mapping between the communication service instance and the network slice instance will be maintained by both the CSP and NOP.
The communication service instance has been realized.
Fifteenth change
5.2.3
Management aspects of NSIs utilized by multiple communication services 
5.2.3.1
Description

Network slices and network slice subnets can be shared by different communication services as described in clause 4.1.3 of TS 28.530 [3]. Also, same NSI can be utilized to provide communication services to different customers. In both cases, multiple CSIs may share a single NSI. In this use case, a communication service provider uses a network slice to provide multiple CSIs, i.e. network provider performs service-based sharing of the network slice among its customers.

On the contrary to the cases where a single NSI is utilized for a single CSI, the network management system is responsible for maintaining QoS guarantees for each service or customer over the resource facing aspects of a single NSI. For service-based sharing, the customer provides service requirements. Therefore, the NSI resources are shared based on service requirements to satisfy SLS requirements. In this case, the network provider determines the policies and rules about how the network resources are utilized. In other words, the network itself is transparent to the customer of the CSI service. Therefore, the network management system can utilize a database including available services. 

While utilizing NSIs with sharing, effect of all services on that NSI and its constituent should be considered. Effects of loads of services can be evaluated using historical data and analysis provided by MDAF, as a part of feasibility check for provisioning CSIs. Similarly, for modifications on NSIs and NSSIs with sharing, effect of the modification on all services are considered. 
Sixteenthchange
6.2
Solution for translation of SLS into SLS requirements
A service-level specification (SLS) is an agreement between two or more parties, where one is the customer and the others are service providers. In this case, CSC is the consumer of the communication services, CSMF is the service provider of communication services management.

Therefore, CSMF needs to convert the received SLSs from CSC to SLS requirements, i.e. the service and network requirements derived from SLSs, see figure 6.2.1.
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Figure 6.2.1: Translation of SLS into SLS requirements
1) CSMF receives SLS information from CSC.

2) CSMF may request network management service providers (e.g. NFMF) to obtain network capability related information.

3) CSMF may request network slicing and network slicing subnet management service providers (e.g. NSMF and NSSMF) to obtain additional slicing information regarding the resource facing aspects, if needed. 

4) Based on the information retrieved from above step 2, 3 and 4, also considering the CSP's policies and other input (e.g. service profile information stored in service catalogue), CSMF completes the translation of SLS to communication service requirements and network requirements and then sends the translated requirements to network management service providers (e.g. NSMF, NSSMF, NFMF)

5) If the conversion between CSMF and CSC is done upon a request, CSMF may send a response to CSC, and may update a database with the conversion results.
Seventeenth change
6.3.1
Solution for the case that network slice used as resources
1. The CSC sends a request to the CSP for service termination.
2. If the status of the CSI is active, the CSP has to de-activate the CSI before the CSI can be terminated.
a) The CSP decides on whether to decommission the related NSI(s) and NSSI(s), or modify them. This decision can be based on current and prospective services to utilize these NSI(s) and NSSI(s), e.g. MDAS may provide prediction on prospective demand. 
b) If the CSC has access to management exposure interfaces, the CSC may be involved in decommissioning. The management exposure interface is disabled before the termination of the service.

3. CSP manages the required modifications with NSMF and NSSMF via the resource facing interface of CSMF.  

4. An acknowledgement may be received by the CSP and CSC indicating that the CSI termination is completed, and the exposure interfaces are disabled. 
a) SLS with the CSC may be terminated upon receiving the acknowledgement.  
Eighteenth change
6.4.1
Solution for the case that network slice used as resources
After all NSIs for a customer’s CSI are prepared and provisioned, CSMF of the customer request the activation of the CSI so that CSI’s runtime begins (except in Exposure E2, the customer may not need to request activation).

1. The CSC sends a request to the CSP for service modification.
a) Based on the request the CSP may check an inventory to find the CSI that is requested to be modified.
b) CSP checks the feasibility of the modification request. The modification may necessitate a trial being performed to allow for learning and adapting the resource allocation and configuration. If the request is not feasible, CSC and CSP may negotiate to agree on a feasible modification option. 
c) Alternatively, if CSC has information about estimated service capacities as provided by CSP, CSC may directly request a feasible modification. 

d) An update on the SLS may also be negotiated. 
2. After CSP evaluates the required changes on the CSI, CSP performs or request for the necessary operations on the related NSI(s) and NSSI(s) via the resource facing aspect of CSMF, NSMF, and NSSMF. 

a) Service and resource facing aspects of the CSMF of the CSP may be partially exposed to the CSC for monitoring and supervision. In this case, CSC may utilize these interfaces for required operations. 

3. Once the NMF confirms that the modification has been completed, the CSP informs the CSC that the CSI has been modified.
Nineteenth change
6.6.1
Solution for the case that network slice used as resources
1. The CSC sends a request to the CSP for service de-activation.

a) Based on the request the CSP may check the CSI inventory and locate the CSI that is requested to be de-activated.
b) Alternatively, the request from the CSC may include a CSI indicator. 
2. CSP makes necessary changes with the resource facing aspects of CSMF to disallow CSI from using the resources of the associated NSI(s).

3. CSI is de-activated and CSI cannot use the NSI resources after this stage.

a) Further decisions on NSI lifecycle are taken by the CSP. 

4. CSP sends an acknowledgement indicating the de-activation of the CSI to the CSC. 

a) SLS between the CSP and CSC may be re-negotiated. 
Twentieth change
6.7
Solution for MDA-Assisted SLS assurance

6.7.1
MDA-Assisted network optimization
To enable SLS assurance within certain region area to UEs or certain group (category) of UEs, NSMF, NSSMF and NFMF use MDAF which provides MDAS to help network optimization, see figure 6.7.2.1.
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Figure 6.7.2.1: MDA-Assisted network optimization contributing to SLS assurance
1) Before network initial setting, there is fine tuning of configurations and algorithms during a trial phase of provisioning.
2) After network initial setting, NSMF, NSSMF and NFMF continually monitor network status during the runtime phase of network to make sure whether the service and network requirements are achieved. Information from 5GC and NG-RAN, such as alarms or performance measurements of 5GC NFs, alarms or performance measurements of gNBs and en-gNBs, QoE measurement, high level KPIs, etc., need to be collected frequently or on demand by the NSMF, NSSMF and NFMF.
3) When the NSMF, NSSMF and NFMF detect performance degradation which impacts the fulfilment of service or network requirements, the NSMF, NSSMF and NFMF send MDAS request to MDAF. 
4) MDAF may use historical analysis result and also collects information (e.g. by querying NG-RAN and 5GC traffic load and policies) about the current situation of the network to provide MDAS response which may include network performance data and recommended network reconfiguration settings to the NSMF, NSSMF and NFMF to help them reconfigure the resources to resolve the performance degradation.

5) The NSMF, NSSMF and NFMF reconfigure network resources with optimized configurations to minimize resource consumption for goal fulfilment.
6) During the runtime phase of network, CSMF, NSMF, NSSMF and NFMF may receive alarms, e.g., a KPI is not satisfied, or it is predicted that a KPI may not be satisfied in the near future, or the under-utilization of service capacity.
· If the alarm is related to the insufficiency of resources, CSMF requests increasing service capacity via resource-facing aspects. 
· If the alarm is related to under utilization of service capacity, CSMF requests decreasing service capacity via resource facing aspects.
· If the alarm is related to unexpected and high demand from one of the services, CSMF facilitates load balancing, e.g., by updating service priorities. 
· If the alarm is due to faults in the network, e.g., malfunction of network equipment, NSMF, NSSMF and NFMF request alternative resources. 
7) CSMF gets SLS requirements assurance information from NSMF, NSSMF and NFMF, e.g., whether or not the SLS requirements are assured.

8) CSC gets SLA assurance information from CSMF, e.g., whether or not the SLS is assured.
Editor's Note 1: Deployment of MDAF is FFS.
Editor's Note 2: The figure 6.7.21 needs to be changed to align with the steps after the text is stable.
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